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We investigate di�erential-algebraic equations arising in mathematical models that
describe some radio-technical devises. A class of di�erential-algebraic equations is described,
for which necessary and su�cient conditions for global in time existence of solutions are
proved. As well as in many papers where su�cient conditions for such equations are
obtained, we reduce them to ordinary di�erential equations and then apply the necessary
and su�cient conditions for the latter. We deal with the systems whose matrix pencil is
regular and (for simplicity) the characteristic polynomial satis�es the rank-degree condition.
We also require some additional conditions that allow us to reduce the di�erential-algebraic
system to ordinary di�erential one.
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Introduction

In this paper we deal with the di�erential-algebraic equations of the form

L̃ẋ(t) = M̃x(t) + f̃(t, x(t)) (1)

in Rn where L̃ and M̃ are n×n constant matrices (L̃ is degenerate and M̃ is non-degenerate)
and f̃(t, x) is a vector �eld on Rn.

Such equations arise in mathematical models describing some radio-technical devises
(see [1�3]). In [3�5] (see also the bibliography therein) some su�cient conditions for global
in time existence of solutions of di�erential-algebraic systems are obtained. In many cases
the idea of the proof is to reduce a di�erential-algebraic equation to an ordinary di�erential
equation by some arti�cial machinery and then to apply criteria for existence of global in
time solutions for the latter, reformulated in terms of the system under consideration.

The main aim of this paper is to obtain necessary and su�cient conditions for existence
of global in time solutions for some type of di�erential-algebraic equations . We use
similar idea of reducing them to ordinary di�erential equations but after that we apply
the necessary and su�cient results obtained in [6�8].

For the sake of simplicity of presentation of our methods, unlike [3�5], we do not use
spectral projectors, etc., but �rst we transform the di�erential-algebraic equation to its
canonical form and then formulate the existence theorems in the terms of the latter. Also
for the sake of simplicity, we deal only with the systems with regular matrix pencil whose
characteristic polynomial satis�es the rank-degree condition (Chistyakov's condition). We
prove the necessary and su�cient conditions for a subclass of the above-mentioned systems
satisfying some conditions similar to those in [5].

The case where the rank-degree condition is not assumed, can be investigated as well,
but it requires additional di�culties in its presentation and we suppose to consider it in
forthcoming publications.
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1. Preliminaries

Consider the ordinary di�erential equation

ẋ(t) = X(t, x(t)) (2)

with smooth right-hand side on a smooth �nite-dimensional manifold M . Introduce the
enlarged phase space M+ = R × M and the vector �eld X+ on it that at the point
(t, x) ∈M+ is given by the formula X+

(t,x) = (1, X(t, x)).

A smooth function f : M+ → R is called proper if its preimage of every compact set
in R is compact in M+. Note that in a Euclidean space, a function f is proper if and only
if f(x) → ∞ as x→ ∞.

The derivative of a function f in the direction of the vector �eld X+ is denoted by
X+f .

Recall that a Riemannian metric is given on a manifold N if in every tangent space
TmN an inner product ⟨·, ·⟩m is given such that the family of inner products is smooth
in m. The norm of a vector Y ∈ TmN is de�ned by usual formula ∥Y ∥ =

√
⟨Y, Y ⟩m.

The Riemannian metric determines the Riemannian distance ρ(m0,m1) as the in�num of
length of curves connectingm0 andm1 inN . With respect to this distance, the Riemannian
manifold turns to a metric space. The Riemannian metric is called complete, if the above-
mentioned metric space is complete.

In two theorems below the role of manifold N is played by M+ introduced above.

Theorem 1. [6�8] All solutions of (2) exist on the entire real line t ∈ (−∞,+∞) if and
only if on M+ there exists a complete Riemannian metric such that the norm ∥X+∥ of
vector �eld X+ is uniformly bounded on M+.

Theorem 2. [7, 8] All solutions of (2) exist on the entire real line t ∈ (−∞,+∞) if and
only if there exists a smooth proper function φ : M+ → R such that the absolute value
|X+φ| of the derivative of φ in the direction of X+ is uniformly bounded on M+.

We need also some facts from the theory of matrices. Detailed explanation of this
material can be found, e.g., in [9, 10].

De�nition 1. Let two n×n constant matrices A and B be given. The expression λA+B
where λ is a real or complex valued parameter, is called the matrix pencil. The polynomial
det(λA + B) (with respect to λ) is called the characteristic polynomial of the pencil. If
det(λA+B) is not identical zero, the pencil is called regular.

Theorem 3. Let the matrix pencil λA + B be regular. Then there exist non-degenerate
matrices P and Q such that

P (λA+B)Q = λ

(
Ed 0
0 N

)
+

(
J 0
0 En−d

)
, (3)

where Ed and En−d are unit matrices of the corresponding dimensions, N is an upper
triangle matrix consisting of Jordan boxes with zeros on diagonal and J is a certain d× d
block.
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De�nition 2. If the characteristic polynomial satis�es the equality

rank(A) = deg(det(λA+B)), (4)

we say that the polynomial satis�es the condition rank-degree (Chistyakov's condition).

Theorem 4. If the characteristic polynomial satis�es the rank-degree condition, assertion
of Theorem 3 holds true and formula (3) takes the form

P (λA+B)Q = λ

(
Ed 0
0 0

)
+

(
J 0
0 En−d

)
. (5)

2. The Main Results

Consider equation (1) such that the pencil λA + B is regular and its characteristic
polynomial satis�es the rang-degree condition. Then applying the matrices P and Q from
Theorem 3, by Theorem 4 we reduce (1) to the form

Lẏ(t) =My(t) + f(t, y(t)) (6)

where L = PL̃Q, M = PM̃Q, y(t) = Q−1x(t) and f(t, y(t)) = P f̃(t, Q−1x(t)).
The block structure of the matrices in (5) determines the decomposition of Rn into

the direct sum Rn = Rd ⊕ Rn−d. Using this decomposition, let us also decompose every
vector y ∈ Rn into the pair y = y(1) + y(2) where y(1) ∈ Rd and y(2) ∈ Rn−d, and vector
f(t, y) into f(t, y) = f (1)(t, y(1) + y(2)) + f (2)(t, y(1) + y(2)) where f (1)(t, y(1) + y(2)) ∈ Rd

and f (2)(t, y(1) + y(2)) ∈ Rn−d. Taking into account formula (5), after that we can rewrite
(6) in the form(

Ed 0
0 0

)(
ẏ(1)(t)
ẏ(2)(t)

)
=

(
J 0
0 En−d

)(
y(1)(t)
y(2)(t)

)
+

(
f (1)(t, y(1)(t) + y(2)(t))
f (2)(t, y(1)(t) + y(2)(t))

)
. (7)

Equation (7) evidently can be presented as the system of di�erential and functional
equations {

ẏ(1)(t) = Jy(1)(t) + f (1)(t, y(1)(t) + y(2)(t)),
y(2)(t) + f (2)(t, y(1)(t) + y(2)(t)) = 0

. (8)

Condition 1. We suppose that for every point (t, y(1)) ∈ R × Rd there exists a unique
point y(2) = Φ(t, y(1)) ∈ Rn−d that is smooth jointly in (t, y(1)) and such that −f (2)(t, y(1)+
Φ(t, y(1))) = Φ(t, y(1)) = y(2).

Remark 1. Under Condition 1 one can easily see that y(2) = Φ(t, y(1)) ∈ Rn−d is a
unique �xed point of the operator −f (2)(t, y(1) + (·)) : Rn−d → Rn−d. This �xed point
exists, e.g., if f (2)(t, y(1) + (·)) is Lipschitz continuous, i.e., if there exists k ∈ (0, 1) such
that for every pair of points z1, z2 ∈ Rn−d and every (t, y(1)) ∈ R × Rd the inequality
∥f (2)(t, y(1) + z1) − f (2)(t, y(1) + z2)∥ < k∥z1 − z2∥ holds. Note that k may be a smooth
function depending on (t, y(1)). The fact that y(2) = Φ(t, y(1)) ∈ Rn−d is smooth jointly in
(t, y(1)) can be derived from the implicit function theorem. A condition of this sort in the
language of functions y(1)(t) and y(2)(t) is used in [5].
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If Condition 1 is satis�ed, system (8) is equivalent to the equation

ẏ(1)(t) = Jy(1)(t) + f (1)
(
t, y(1)(t) + Φ(t, y(1)(t))

)
(9)

in Rd. Since the right-hand side of (9) is smooth, for every initial condition y(1)(0) = y0 ∈
Rd the equation has a unique (local) solution.

Condition 2. The function f(t, x) is given as follows: for every t ∈ R and every y =
y(1) + y(2) ∈ Rn = Rd × Rn−d the equality f (2)(t, y(1) + y(2)) = −y(2) holds.

Under Condition 2 the situation is trivial. Nevertheless we investigate this case since
Condition 2 is a very special example of Condition 1 and it allows us to obtain another
sort of necessary and su�cient condition for global in time existence of solution. Under
Condition 2 in system (8) we set y(2)(t) = const and so reduce (8) to the system{

ẏ(1)(t) = Jy(1)(t) + f (1)(t, y(1)(t) + y(2)),
y(2) = const.

(10)

in Rn. Since the right-hand side of (10) is smooth, for every initial condition y(0) = y0 =

y
(1)
0 + y

(2)
0 in Rn there exists a (local) solution of (10).

In obtaining the necessary and su�tient conditions for global in time existence of
solutions of (1), �rst we consider the case where Condition 1 is satis�ed. Denote by
Y +(t, y(1)) the vector �eld (1, Jy(1) + f (1)

(
t, y(1) + Φ(t, y(1)))) in Rd+1.

Theorem 5. Let the pencil λL̃ + M̃ be regular, the characteristic polynomial satisfy
the rank-degree condition and Condition 1 be ful�lled. Then all solutions of (1) exist on
(−∞,+∞) if and only if there exists a complete Riemannian metric on Rd+1 such that
the norm of vector �eld Y + is uniformly bounded on Rd+1.

Theorem 6. Let the pencil λL̃ + M̃ be regular, the characteristic polynomial satisfy
the rang-degree condition and Condition 1 be ful�lled. Then all solutions of (1) exist on
(−∞,+∞) if and only if on Rd+1 there exists a smooth proper function φ : Rd+1 → R
such that the absolute value |Y +φ| of derivative of φ in the direction of Y + is uniformly
bounded on Rd+1.

Indeed, Theorem 5 (Theorem 6) is a reformulation of Theorem 1 (Theorem 2,
respectively) for equation (9) on Rd.

Now let us turn to the case, in which Condition 2 is satis�ed. Here we introduce the
vector �eld Ȳ +(t, y(1), y(2)) = (1, Jy(1)(t) + f (1)(t, y(1)(t) + y(2)), 0) on Rn+1.

Theorem 7. Let the pencil λL̃ + M̃ be regular, the characteristic polynomial satisfy
the rank-degree condition and Condition 2 be ful�lled. Then all solutions of (1) exist on
(−∞,+∞) if and only if there exists a complete Riemannian metric on Rn+1 such that
the norm of vector �eld Ȳ + is uniformly bounded on Rn+1.

Theorem 8. Let the pencil λL̃ + M̃ be regular, the characteristic polynomial satisfy
the rang-degree condition and Condition 2 be ful�lled. Then all solutions of (1) exist on
(−∞,+∞) if and only if on Rd+1 there exists a smooth proper function φ : Rn+1 → R
such that the absolute value |Ȳ +φ| of derivative of φ in the direction of Y + is uniformly
bounded on Rn+1.
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Indeed, Theorem 7 (Theorem 8) is a reformulation of Theorem 1 (Theorem 2,
respectively) for system (10) on Rn.

The research is made at the expense of grant of Russian Scienti�c Foundation (project
14-21-00066) and Voronezh State University.

References

1. Shestakov A.L., Sviridyuk G.A. A New Approach to Measurement of Dynamically
Perturbed Signals. Bulletin of the South Ural State University. Series Mathematical
Modelling, Programming & Computer Software, 2010, no. 16 (192), issue 5,
pp. 116�120. (in Russian).

2. Shestakov A.L., Sviridyuk G.A. Optimal Measurement of Dynamically Distorted
Signals. Bulletin of the South Ural State University. Series Mathematical Modelling,
Programming & Computer Software, 2011, no. 17 (234), issue 8, pp. 70�75.

3. Filipkovskaya M.S. On Conditions of Global Solvability of Di�erential-Algebraic
Equations. Materials of International Conference "S.G. Krein Voronezh Winter
Mathematical School � 2014", Voronezh, Voronezh State University, 2014, pp. 362�372.
(in Russian)

4. Rutkas A.G., Filipkovskaya M.S. Prolongation of Solutions of a Certain Class of
Di�erential-Algebraic Equations. Zhurnal obchislyuvalnoyi ta prikladnoyi matematyky,
2013, no. 1, pp. 135�145. (in Russian)

5. Filipkovskaya M.S. Prolongation of Solutions for a Certain Class of Di�erential-
Algebraic Equations and Applications to non-linear Radio-Engineering. Visnyk
of Kharkov National University. Series Mathematical Modelling, Informational
Technologies and Automatic Control Systems, 2012, no. 1015, issue 19, pp. 306�319.
(in Russian)

6. Gliklikh Yu.E. On Non-Local Prolongation Conditions for Integral Curves of Vector
Fields. Di�erential Equations, 1977, vol. 12, no. 4, pp. 743�744. (in Russian)

7. Gliklikh Yu.E. Necessary and Su�cient Conditions for Global in Time Existence of
Solutions of Ordinary, Stochastic, and Parabolic Di�erential Equations. Abstract and
Applied Analysis, 2006, pp. 1�17. Article ID 39786.

8. Gliklikh Yu.E. Global and Stochastic Analysis with Applications to Mathematical
Physics. London, Springer-Verlag, 2011. 460 p. DOI: 10.1007/978-0-85729-163-9

9. Chistyakov V.F., Shcheglova A.A. Izbrannye glavy teorii algebro-di�erentsial'nykh
sistem [Selected Chapters of Di�erential Algebraic Equations Theory]. Novosibirsk,
Nauka, 2003. 320 p.

10. Gantmakher F.R. Teoriya matrits [Theory of Matrices]. Moscow, Fizmatlit, 1967.
575 p.

Received April 23, 2014

2014, òîì 7, � 3 37



Yu.E. Gliklikh

Î ÃËÎÁÀËÜÍÛÕ ÏÎ ÂÐÅÌÅÍÈ ÐÅØÅÍÈßÕ
ÄÈÔÔÅÐÅÍÖÈÀËÜÍÎ-ÀËÃÅÁÐÀÈ×ÅÑÊÈÕ ÓÐÀÂÍÅÍÈÉ

Þ.Å. Ãëèêëèõ

Ìû èññëåäóåì äèôôåðåíöèàëüíî-àëãåáðàè÷åñêèå óðàâíåíèÿ, âîçíèêàþùèå â
ìàòåìàòè÷åñêèõ ìîäåëÿõ íåêîòîðûõ ðàäèîòåõíè÷åñêèõ óñòâðîéñòâ. Îïèñàí êëàññ
äèôôåðåíöèàëüíî-àëãåáðàè÷åñêèõ óðàâíåíèé, äëÿ êîòîðîãî äîêàçàíû íåîáõîäèìûå è
äîñòàòî÷íûå óñëîâèÿ äëÿ ãëîáàëüíîãî ïî âðåìåíè ñóùåñòâîâàíèÿ ðåøåíèé. Êàê è âî
ìíãèõ äðóãèõ ðàáîòàõ, â êîòîðûõ ïîëó÷åíû äîñòàòî÷íûå óñëîâèÿ äëÿ òàêèõ óðàâíå-
íèé, ìû ñâîäèì èõ ê îáûêíîâåííûì äèôôåðåíöèàëüíûì óðàâíåíèÿì è çàòåì ïðèìå-
íÿåì íåîáõîäèìûå è äîñòàòî÷íûå óñëîâèÿ äëÿ ïîñëåäíèõ. Ìû ðàññìàòðèâàåì ñèñòåìû,
ó êîòîðûõ ìàòðè÷íûé ïó÷îê ðåãóëÿðåí è (äëÿ ïðîñòîòû) õàðàêòåðèñòè÷åñêèé ìíîãî-
÷ëåí óäîâëåòâîðÿåò óñëîâèþ ðàíã-ñòåïåíü. Ìû òàêæå òðåáóåì âûëíåíèÿ íåêîòîðûõ äî-
ïîëíèòåëüíûõ óñëîâèé, êîòîðûé ïîçâîëÿþò ñâîäèòü äèôôåðåíöèàëüíî-àëãåáðàè÷åñêèå
óðàâíåíèÿ ê äèôôåðåíöèàëüíûì.

Êëþ÷åâûå ñëîâà: äèôôåðåíöèàëüíî-àëãåáðàè÷åñêèå óðàâíåíèÿ; ãëîáàëüíîå ñóùå-

ñòâîâàíèå ðåøåíèé; ñîòñòâåððûå îòîáðàæåíèÿ; ïîëíàÿ ðèìàíîâà ìåòðèêà.
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